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Abstract. Security encryption processes are basic principles of data protection. Tradi-
tional approaches of encryption pose a challenge in achieving the right balance of security
and computational performance. It important to look for encryption processes with good
level of security considering changing threats and advancement in computational power.
Furthermore, traditional methods of encryption may not make the best use of proper-
ties that are unique to image data. In order to solve the aforementioned challenges,
this paper presents new approaches based on deep learning models: Generative Adver-
sarial Networks (GANs) and Long Short-Term Memory (LSTM) networks to improve
the image encryption methods. The encryption using GAN based approach resulted in
an entropy of 11.5745 and correlation coefficients of (0.5355, 0.4279, 0.3690), while the
LSTM based approach reached the entropy of 11. 5850 and the corresponding correlation
coefficients were (0.8173, 0.8844, 0.7468). Both methods demonstrated 100% NPCR,
confirmed their high sensitivity to small changes of the input. Our methods achieved a
higher entropy value than AES for encryption considering more uniformed histograms of
the generated sequences. However, more work is needed to answer the main concern as
both GAN and LSTM approaches yielded SSIM equal to 1.00.
Keywords: cybersecurity, deep learning, Generative Adversarial Networks (GANs),
image encryption, Long Short-Term Memory (LSTM).

1. Introduction. The availability of information in digital format and the rising inno-
vations of cyberterrorors have made it fundamental to have strong encryption procedures
[1]. While conventional cryptographic techniques continue to experience increasing dif-
ficulties from advanced computational platforms and new forms of attacks, the science
of security is now shifting to fresh solutions to strengthen the protection of the data [2].
Machine learning, a subfield of artificial intelligence, that showed great potential for re-
fining computational methods and pattern identification, can be considered as a tool for
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improving encryption methods [3]. This paper aims at reviewing the application of deep
learning systems such as GANs and LSTM in security encryption of image data.

There is therefore the following reasons that inform this research. First, with the
increasing number of data generated and transmitted daily and particularly in multimedia
form, there is need for encryption techniques that will enhance high security with efficiency
even when applied to a large data set [4]. Second, traditional encryption algorithms,
despite their effectiveness, may not be able to take maximum advantage of the specific
characteristics of image information and may contain certain deficiencies that could be
seized by experienced intruders [5]. Furthermore, with the advancement of quantum
computing, most of the existing encryption schemes are at risk, and thus require new and
efficient quantum secure encryption strategies [6]. The opportunity of developing new
encryption systems based on deep learning is not only more secure but also capable of
adapting to new information and subsequent threats [7]. To this end, our approach in
this study is to employ GANs and LSTM networks in a bid to enhance the state of the
art in image encryption. Finally, to generate the encryption key, chaotic, random, and
unpredictable GANs, famous for the generation of synthetic data in its originality, are
used to develop intricate encryption patterns [8]. To generate dynamic encryption keys
that are capable of changing with the input image features, LSTM networks which are
capable of processing and predicting sequences of data are employed [9]. This combination
enables the development of encryption schemes that are very much sensitive with the input
data and thus provide robust methods to resist cryptanalysis in many fashions [10]. We
compare these methods with AES encryption standards where we look at the entropy,
correlation coefficients and differential attacks [11]. Moreover, we discuss how these deep
learning-based methods can overcome some of the shortcomings of the existing encryption
schemes as far as computational complexity and the versatility of the encrypted visual
data are concerned.

2. Related work. Specifically, in the last five years, deep learning frameworks have
been incorporated with cryptography and security procedures. Some of these include:
This research seeks to establish the extent of interactions between neural networks and
encryption techniques in order to identify the effectiveness of neural networks in improv-
ing methods of encryption. Deep neural network was used in image encryption method
which was proposed by Subhashini et al. [12]. Their method known as DeepEncrypt ex-
tracts encryption patterns from data directly using a convolutional neural network. The
authors successfully proved that the techniques presented in their work met the require-
ments of high security due to encryption and at the same time, did not entail significant
deterioration of efficiency during both encryption and decryption phases. In the similar
line of research, Singh et al [13] analyzed the employment of GANs in manufacturing
secure encryption systems. For performance, they demonstrated very good results with
the generation of encryption keys in their presented GAN-Crypt model which cannot be
easily cracked through cryptanalysis.

The study by Disina et al. [14] targeted on use of deep learning on symmetric key
cryptography. They demonstrated how the application of recurrent neural networks can
be applied in the generation of dynamic key scheduling algorithms, which would definitely
strengthen the security of the symmetric encryption systems. In one of the broad and
detailed surveys conducted by Mathews et al [15], the authors discussed and/or listed
several applications of deep learning in cryptography. In this respect, their work focused
on the application of neural networks within such domains as key generation, secure
multiparty computation as well as homomorphic encryption. Finally, Xiong et al. [16]
deep learning models in the encrypted domain were analysed in the context of their
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resilience. ] Their work focused on the problem of performing inference while operating
on encrypted data, as well as introducing a new framework, SecureInfer at that allows
for private inference using CNNs. Our study extends from these basic researching efforts,
targeting specifically at the comparison of the different structures of neural networks as
to their applicability to the processes of security encryption. Hence, we expand the prior
research by offering a more extensive analysis of both, model performance and efficiency
in regard to simulated encryption cases, as well as assessing its robustness

3. Background.

3.1. Brief Overview on GANs and LSTMs. There are two most influential archi-
tectures of deep learning, namely Generative Adversarial Networks and Long Short-Term
Memory networks which have impacted significantly in numerous domains of artificial
intelligence such as image and sequence analysis.

3.2. Generative Adversarial Networks (GANs). The GANs which Goodfellow et
al. proposed in 2014 [8] involve two neural networks, which are the generator and the
discriminator, which are trained in a parallel manner through adversarial methods. The
former is the generator which generates synthetic data samples and the latter is the
discriminator which tries to classify the samples as real or synthetic. This competitive
training process leads to the generator to generate better fake data in this case [17].

The mentioned GAN architecture has been used widely in the image synthesis, style
transfer, and data augmentation [18]. As far as encryption is concerned, GANs can be
used to generate complex and random patterns that are hard to decipher which can be
used to hide image data [19].

3.3. Long Short Term Memory (LSTM) Network. RNNs are a class of neural
networks that was first described by Hochreiter and Schmidhuber in 1997 therefore known
as LSTM networks. LSTMs are used to overcome the vanishing gradient problem that
is characteristic of standard RNNs that enables them to learn long term dependencies in
sequential data [9]. The main novelty of LSTMs is memory cell which is able to store
information for a long time. This cell is regulated by three gates: Its components are the
input, forget, and output gates which regulate the information flow into the cell, out of
it and within the cell [20]. LSTMs have been very useful in tasks that involve sequences
of data which include natural language processing, time series data and speech data [21].
In encryption applications, LSTMs can be applied to produce dynamic encryption keys
that change with the input data characteristics and thus improve the security [22]. Key
concepts in image encryption.

Image encryption is one of the most important areas of data protection especially in this
age where graphical information is so common. Several key concepts underpin effective
image encryption techniques.

3.4. Confusion and Diffusion. Claude Shannon gave the principles of confusion and
diffusion as being basic to secure encryption [30]. Substitution of elements of the plain-
text is the most common way of making the relationship between the plaintext and the
ciphertext unclear, and this is done through confusion. The second category is diffusion
where influence of each plaintext bit is spread across entire ciphertext this is normally
done through permutation operation [31].
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3.5. Entropy. As for image encryption, entropy is used as a parameter to describe the
level of randomness or unpredictability of an encrypted image. Higher entropy is also
preferred because it means that the ciphertext gives no information about the original
image, thus providing higher security to the encrypted data [23]. The entropy that should
be achieved for an 8-bit grayscale image is 8 and for a 24-bit color image entropy is 24.

3.6. Correlation Analysis. Correlation analysis focuses on the relationship of two neigh-
boring pixels in the encrypted image. A secure encryption should greatly minimize the
correlation that was observed in the original image, and it should be minimal in the
horizontal, vertical and diagonal domain [24] as shown in Fig. 1.

Figure 1. The correlation analysis of the image encryption scatter plot
example [25].

3.7. Differential Analysis. Differential analysis is used to determine how an encryp-
tion algorithm reacts to small changes in the input. Two key metrics are commonly used:
Number of Pixels Change Rate (NPCR): Calculates the percent difference of different
pixel values between two encrypted images when one pixel of the original image is al-
tered. Unified Average Changing Intensity (UACI): Measures the mean of the difference
in intensity between the two encrypted images [26]. NPCR and UACI values reveal that
the proposed design has a higher immunity to differential attacks.

3.8. Key Sensitivity. Sensitivity of the key is very important in encryption algorithms.
A secure system should be very responsive to the encryption key such that any small
variation in the key should give a totally different ciphertext [27]. This property is usually
assessed with the help of such parameters as the Number of Bit Changes (NBC), or
the Peak Signal to Noise Ratio (PSNR) of the encrypted images produced with slightly
different keys.

3.9. Histogram Analysis. The histogram of an encrypted image should be balanced
and dissimilar to the histogram of the original image. This uniform distribution poses a
problem to the attacker when determining the frequency of pixel values of the original
image [28].
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3.10. Known Attack Resistance. Image encryption algorithms must be resistant to
various known cryptographic attacks, including: Ciphertext-only attacks, Known-plaintext
attacks, Chosen-plaintext attacks, and Chosen-ciphertext attacks [29].

4. Proposed Approach. This segment elaborates at the proposed picture encryption
device, which leverages deep studying techniques to decorate encryption effectiveness
and security. The system integrates Generative Adversarial Networks (GANs) and Long
Short-Term Memory (LSTM) networks to create encrypted representations of digital pho-
tographs, ensuring resistance to cryptographic attacks at the same time as retaining com-
putational performance.

4.1. System Model. The middle of the proposed system is its dual-module structure,
comprising a GAN-primarily based encryption module and an LSTM-primarily based
encryption module. These components operate in parallel, each independently reworking
input images into secure encrypted bureaucracy.

• GAN-based Encryption Module: Utilizes the adversarial talents of GANs to supply
particular, quite touchy encryption patterns primarily based on random noise inputs.
• LSTM-primarily based Encryption Module: Exploits LSTM’s sequential processing
nature to generate dynamic encryption keys, adapting to the spatial functions of the
enter image.

By combining those strategies, the device achieves robustness in opposition to attacks at
the same time as retaining range in encryption styles. Figure ?? outlines the structure of
the GAN-based encryption, and Figure ?? information the LSTM-based totally encryption
setup.

4.2. Dataset Description. The CIFAR-10 dataset is chosen as the benchmark for this
look at. It is broadly used in laptop vision studies and contains 60,000 color photos
(32Ö32 pixels) across 10 lessons, with 6,000 photographs in keeping with magnificence.
For this work: - Training Set: 5,000 snap shots randomly selected for version schooling.

- Test Set: one hundred photographs used for encryption assessment.
To make certain uniformity, pixel depth values are normalized to the variety [0, 1]. This

preprocessing step not simplest enables neural community schooling but also guarantees
consistency at some stage in the encryption method.

4.3. GAN-based Encryption Method. The GAN-based encryption technique lever-
ages the generator network of a GAN to create intricate encryption patterns. The ap-
proach is as follows:

• A random noise vector is entered to the generator, which creates a ”key” picture.
• The generated key photo is blended with the original picture using a modulo opera-
tion, covering the encryption pattern.

This method guarantees that:

• Each encryption is specific due to the random noise input.
• The encryption is exceedingly touchy to variations within the noise vector, enhancing
protection.

Figure ?? illustrates the GAN structure used, highlighting the interaction between the
generator and discriminator throughout schooling.
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4.4. LSTM-based Encryption Method. The LSTM-based totally encryption approach
is designed to dynamically modify encryption keys based on the spatial capabilities of en-
ter pics. The method entails:

1. Feeding the photograph into an LSTM community, which methods the photograph
sequentially.

2. Generating encryption keys that adapt to the spatial family members of the image.
3. Encrypting the photograph the usage of these keys, capturing and concealing its

unique capabilities.

4.5. Algorithm Workflow. Algorithm 1 information the workflow of the proposed sys-
tem, which includes:

1. Preprocessing the CIFAR-10 dataset.
2. Constructing and training the GAN and LSTM models over multiple epochs.
3. Encrypting test images using:
• GAN-based totally encryption
• LSTM-primarily based encryption
• AES encryption (as a reference baseline)

4. Evaluating encryption strategies based totally on:
• Correlation coefficients
• NPCR (Number of Pixels Change Rate)
• UACI (Unified Average Changing Intensity)
• Histogram analysis
• Key sensitivity checks

5. Comparing original and encrypted images to visualize encryption effectiveness.

4.6. Performance Metrics. The encrypted images are assessed for cryptographic secu-
rity using the following metrics:

• Entropy: Measures randomness within the encrypted image.
• Correlation Coefficients: Evaluates the statistical independence of adjoining pixels.
• NPCR and UACI: Quantify sensitivity to minor changes in the input.
• Histogram Analysis: Ensures uniform pixel cost distribution.
• Key Sensitivity: Tests the system’s robustness to key variations.

These metrics together ensure the encryption’s reliability and safety. Algorithm 1,
mentioned step-by-step, highlights the process for training, encryption, and assessment.

By combining GAN and LSTM modules, this proposed system offers a unique approach
to steady image encryption, providing robust defense mechanisms against cryptographic
attacks while retaining high operational efficiency.

Figure 2. GAN-based Encryption Method

Both encryption methods are trained using the Adam optimizer with a learning rate
of 0.0002 for the GAN and 0.001 for the LSTM. The GAN employs binary cross-entropy
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Figure 3. LSTM-based Encryption Method

loss while the LSTM employs a novel loss function that is a combination of mean squared
error and entropy loss.

Algorithm 1 below shows the pseudocode of the proposed image encryption system
using GAN and LSTM networks. The algorithm accepts CIFAR-10 dataset and hyper-
parameters including the number of epochs, batch size, and encoding size. It prints the
encrypted images and their respective performance measures.

The algorithm starts with data preprocessing of CIFAR-10 dataset and constructing
both GAN and LSTM models (lines 1-3). The training process is then performed for a
fixed number of epochs where both models are trained on batches of the input data (lines
4-9).

The test image is then randomly chosen from the test set as shown in the following line
10. This image is then encrypted using three different methods: the encryption that we
are proposing based on GAN (line 11), the encryption based on LSTM (line 12), and the
AES encryption for reference (line 13).

The algorithm then assesses each encryption method based on a set of cryptographic
parameters (lines 14-20). These are entropy, correlation coefficients, NPCR, UACI, his-
togram analysis, and key sensitivity tests.

Last, the algorithm shows the original and encrypted images for the purpose of compari-
son (line 21) and then returns the encrypted images with their corresponding performance
measures (line 22).

5. Results and Analysis. The results depicted in this paper show the effectiveness of
the GAN-based and LSTM-based encryption methods that we proposed. These methods
are assessed by the use of different measures of performance and the results are compared
with each other and with the basic AES encryption.

5.1. Comparison of GAN based and LSTM based Methods. The results of the
encryption are shown in the figure below – Fig. 4. The results of both GAN and LSTM
are encrypted images where some structure of the image is maintained but the details are
hidden. However, the method based on GAN seems to introduce more distortion, and
therefore, it looks more similar to the AES.

Figure 4. Comparison of Original, GAN Encrypted, LSTM Encrypted,
and AES Encrypted Images
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Algorithm 1 Image Encryption using GAN and LSTM

Input: CIFAR-10 dataset, num epochs, batch size, encoding size
Output: Encrypted images, Encryption performance metrics

1: xtrain, xtest ← preprocess data(CIFAR-10)
2: gan← build gan(encoding size)
3: lstm model← build lstm model(input shape)
4: for epoch = 1 to num epochs do
5: for batch in xtrain do
6: train gan(gan, batch)
7: train lstm(lstm model, batch)
8: end for
9: end for

10: test image← select random(xtest)
11: gan encrypted← gan encrypt(test image, gan)
12: lstm encrypted← lstm encrypt(test image, lstm model)
13: aes encrypted← aes encrypt(test image)
14: for method in [gan encrypted, lstm encrypted, aes encrypted] do
15: entropy ← calculate entropy(method)
16: correlation← calculate correlation(method)
17: npcr, uaci← differential analysis(test image, method)
18: histogram← generate histogram(method)
19: key sensitivity ← key sensitivity test(method)
20: end for
21: display images([test image, gan encrypted, lstm encrypted, aes encrypted])
22: return encrypted images, performance metrics

5.2. Performance Metrics. We evaluate the encryption methods using four key perfor-
mance metrics: entropy, correlation coefficients, Number of Pixels Change Rate (NPCR),
and Unified Average Changing Intensity (UACI).

5.3. Entropy. The entropy values for the proposed encryption strategies and AES are
as follows:

• GAN-based totally Method: Entropy of 11.5745, indicating excessive randomness
inside the encrypted images.
• LSTM-based totally Method: Entropy of 11.5850, marginally surpassing the GAN-
based totally technique and reflecting outstanding pixel cost distribution.
• AES Encryption: Entropy of 7.9352, which is lower than both deep learning-based
strategies.

Table 1. The entropy values

AN-based LSTM-based AES
11.5745 11.5850 7.9352

The results exhibit that both the GAN- and LSTM-based techniques generate encrypted
images with higher randomness in comparison to AES encryption. However, entropy
values exceeding 8 for eight-bit images may additionally suggest capacity overfitting or
numerical anomalies in the models, necessitating further optimization.
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5.4. Correlation Coefficients. The correlation coefficients for horizontal, vertical, and
diagonal pixel relationships in encrypted images are as follows:

• GAN-based Method: (0.5356, 0.4279, 0.3690), displaying a significant reduction in
pixel correlation in comparison to the original image.
• LSTM-based Method: (0.8174, 0.8845, 0.7469), indicating a slight discount in pixel
correlation.
• AES Encryption: (0.0218, 0.0283, 0.0080), which represents the bottom correlation
values and highest efficiency.

Table 2. Correlation Coefficients

GAN-based LSTM-based AES 3

The entropy values are
(0. 5356, 0. 4279, 0. 3690).

It is
(0. 8174, 0. 8845, 0. 7469).

The values of the parameters
of the model are

(0. 0218, 0. 0283, 0. 0080).

The GAN-based approach demonstrates better performance than the LSTM-based to-
tally approach in reducing pixel correlations, approaching AES encryption’s effectiveness.
However, similarly refinement is required to obtain similar performance to AES on this
metric.

5.5. NPCR and UACI. The overall performance of the proposed strategies and the
AES encryption algorithm regarding NPCR and UACI are summarized as follows:

• GAN-based Method: The NPCR value is 100.0%, indicating that every pixel is
altered at some stage in the encryption process, and the UACI value is 0.1596. This
suggests moderate pixel depth changes and fine resistance to differential attacks.
• LSTM-based Method: The NPCR is also 100.0%, demonstrating entire pixel al-
terations at some stage in encryption. However, the UACI value is 0.0013, which is
considerably lower than the GAN-based approach, suggesting decreased pixel inten-
sity variability and decreased efficiency in resisting differential assaults.
• AES Encryption: The NPCR is 100.0%, and the UACI is 50.7235, reflecting a
high degree of pixel intensity variation and robust resistance to differential assaults.

The analysis reveals that while the GAN-based approach suggests higher UACI overall
performance than the LSTM-based approach, it still lags behind AES encryption on this
metric. The GAN-based technique produces a smoother histogram distribution, which
contributes to better statistical attack resistance.

5.6. Key Sensitivity Analysis. A key sensitivity analysis was conducted using the
Structural Similarity Index (SSIM) to measure the robustness of the encryption strategies
against small variations in the key. The findings are as follows:

• GAN-based Key Sensitivity: The SSIM value is 1.00, indicating perfect key
sensitivity. A minor change in the encryption key results in a completely altered
ciphertext, ensuring robust protection against chosen-plaintext and related attacks.
• LSTM-based Key Sensitivity: The SSIM value is also 1.00, demonstrating equally
high sensitivity to key variations, consistent with the GAN-based technique.

These findings confirm that both techniques meet the important key sensitivity re-
quirements of secure encryption structures, ensuring strong defense against cryptographic
attacks.
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Figure 5. Histogram of the GAN encrypted image

Figure 6. Histogram of LSTM Encrypted Image

Figure 7. Histogram of AES Encrypted Image

6. Discussion. Comparing the GAN-based and LSTM-based encryption methods, we
can conclude that the GAN-based method generally performs better and comes closer to
the traditional AES encryption in most aspects:
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Visual Distortion: The method based on the GAN brings more visual changes, thus,
the encrypted image is hardly recognizable, as well as AES encryption.

Correlation Reduction: The experiment results show that the proposed GAN-
based method achieves better results in reducing pixel correlations than the LSTM-based
method and is close to AES.

UACI: The GAN-based method produces greater changes in the pixel intensity values
as compared to the LSTM-based method but still does not reach the AES performance.

Histogram Uniformity: The histogram of the GAN-based method is more uniform,
thus proving the method’s effectiveness against statistical attacks.

7. Conclusion. This work proposed new methods for image encryption based on GAN
and LSTM, which can be considered as new approaches to encryption instead of the
conventional encryption methods. Both methods had higher entropy values compared
to AES encryption, especially, the GAN-based method demonstrated better results in
minimizing pixel correlations and generating more uniform histograms. Although these
deep learning-based methods demonstrate the NPCR scores which are 100% implying
high sensitivity to input changes, they do not perform as well as AES in some aspects
such as the UACI measures.

The SSIM that has been attained by the two methods are 1 which indicates that there
might be areas that are vulnerable to attacks. The future work must involve working on
these limitations and trying to develop the hybrid models of deep learning models and the
traditional cryptographic techniques that can be helpful in developing the efficient and
effective encryption methods for the large amount of digital visual data that are being
generated in the present times.
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